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Correlation function: definition
Structures in Deep Redshift Surveys

red=emission-line
black=absorption02 hr field

DEEP 2

Spikes in the redshift histogram !

as line of sight intersects walls or filaments

Galaxy Distribution and Correlations

• If galaxies are clustered, they are “correlated”

• This is usually quantified using the 2-point correlation

function, ! (r), defined as an “excess probability” of finding

another galaxy at a distance r from some galaxy, relative to a

uniform random distribution; averaged over the entire set:

• Usually represented as a power-law:

• For galaxies, typical correlation or clustering length is r0 ~ 5

h-1 Mpc, and typical slope is " ! 1.8, but these are functions of

various galaxy properties; clustering of clusters is stronger
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Estimators of the correlation functionHow to Measure !(r)

• Simplest estimator: count the number of data-data pairs, "DD#,
and the equivalent number in a randomly

generated (Poissonian) catalog, "RR# : ( ) 1!=
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• A better (Landy-Szalay)

estimator is:

     where "RD# is the number

     of data-random pairs

• This takes care of the edge effects, where one has to account

for the missing data outside the region sampled, which can

have fairly irregular boundaries

Another Definition of !(r)

• We can also measure it through the overdensity:

     where        is the mean density

• In case of discrete galaxy catalogs, define counts

in cells, Ni

• Then ! (r) is the expectation value:
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• Note that we have considered a correlation of a single density

field with itself, so strictly speaking ! (r) is the autocorrelation

function, but in general we can correlate two different data

sets, e.g., galaxies and quasars

• One can also define n-point correlation functions,                     ,
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are clustered
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than fainter ones

This is telling us
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galaxy formation
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That, too, says
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Angular and 3D correlation functions

w(rp)

rp: projected distance between pairs of galaxies, 

π: distance parallel to the line of sight



Inverting angular correlation function

measuring distances we refer to comoving separations, and for
all distance calculations and absolute magnitude definitions we
adopt a flat !CDMmodel with "m ¼ 0:3. We quote distances in
h"1 Mpc (where h # H0 /100 km s"1 Mpc"1), and we use h ¼ 1
to compute absolute magnitudes; one should add 5 log h to obtain
magnitudes for other values of H0.

We carry out some analyses of a full, flux-limited sample, with
14:5 $ r P17:77, with the bright limit imposed to avoid small
incompleteness associated with galaxy deblending. The survey’s
faint-end apparent magnitude limit varies slightly over the area
of the sample, as the target selection criteria changed during the
early phases of the survey. The radial completeness is computed
independently for each of these regions and taken into account
appropriately in our analysis.We have verified that our results do
not change substantively if we cut the sample to a uniform flux
limit of 17.5 (as done for simplicity in previous SDSS large-scale
structure analyses), but we choose to incorporate the most ex-
pansive limits and gain in statistical accuracy.We also impose an
absolute magnitude cut of "22 < Mr <"19 (for h ¼ 1), thus
limiting our analysis to a broad but well-defined range of ab-
solute magnitudes around M% ("20.44; Blanton et al. 2003c)
and reducing the effects of luminosity dependent bias within
the sample. This cut maintains the majority of the galaxies in
the sample, extending roughly from 1

4 L% to 4L%. We use galaxies
in the redshift range 0:02 < z < 0:167, resulting in a total of
154,014 galaxies.

In addition to the flux-limited sample, we analyze a set of
volume-limited subsamples that span a wider absolute magni-
tude range. For a given luminosity bin we discard the galaxies
that are too faint to be included at the far redshift limit or too
bright to be included at the near limit, so that the clustering mea-
surement describes a well-defined class of galaxies observed
throughout the sample volume. We further cut these samples by
color, using the K-corrected g" r color as a separator into blue
and red populations.25 In addition to luminosity-bin samples, we
utilize a set of luminosity-threshold samples, which are volume-
limited samples of all galaxies brighter than a given threshold.
This set is particularly useful for the HOD modeling in x 4. For
these samples we relax the bright flux limit to r > 10:5; other-
wise the sample volumes become too small as the lower redshift
limit for the most luminous objects approaches the upper redshift
limit of the faintest galaxies. While there are occasional prob-
lems with galaxy deblending or saturation at r < 14:5, the af-
fected galaxies are a small fraction of the total samples, and we
expect the impact on clustering measurements to be negligible.

2.2. Clustering Measures

We calculate the galaxy correlation function on a two-
dimensional grid of pair separations parallel (!) and perpendic-
ular (rp) to the line of sight. To estimate the background counts
expected for unclustered objects while accounting for the com-
plex survey geometry, we generate random catalogs with the de-
tailed radial and angular selection functions of the samples. We
estimate "(rp, !) using the Landy & Szalay (1993) estimator

"(rp;!) ¼
DD" 2DRþ RR

RR
; ð1Þ

where DD, DR, and RR are the suitably normalized numbers of
weighted data-data, data-random, and random-random pairs in

each separation bin. For the flux-limited sample we weight pairs
using the minimum variance scheme of Hamilton (1993).
To learn about the real-space correlation function, we follow

standard practice and compute the projected correlation function

wp(rp) ¼ 2

Z 1

0

d! "(rp;!): ð2Þ

In practice we integrate up to ! ¼ 40 h"1 Mpc, which is large
enough to include most correlated pairs and gives a stable result
by suppressing noise from distant, uncorrelated pairs. The pro-
jected correlation function can in turn be related to the real-space
correlation function "(r),
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(Davis & Peebles 1983). In particular, for a power law "(r) ¼
(r/r0)

"# , one obtains
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allowing us to infer the best-fit power law for "(r) from wp. The
above measurement methods are those used in Z02, to which we
refer the reader for more details.
Alternatively, one can directly invert wp to get "(r) indepen-

dent of the power-law assumption. Equation (3) can be recast as

"(r) ¼ " 1

!

Z 1

r

w0
p(rp)(r

2
p " r 2)"1=2drp ð5Þ

(e.g., Davis & Peebles 1983). We calculate the integral analyti-
cally by linearly interpolating between the binned wp(rp) val-
ues, following Saunders et al. (1992). As this is still a somewhat
approximate treatment, we focus our quantitative modeling on
wp(rp).
We estimate statistical errors on our different measurements

using jackknife resampling. We define 104 spatially contigu-
ous subsamples of the full data set, each covering approximately
24 deg2 on the sky, and our jackknife samples are then created
by omitting each of these subsamples in turn. The covariance er-
ror matrix is estimated from the total dispersion among the jack-
knife samples,

Cov("i; "j) ¼
N " 1

N

XN

l¼1

!
"li " "̄i

"!
"lj " "̄j

"
; ð6Þ

where N ¼ 104 in our case, and "̄i is the mean value of the
statistic "i measured in the samples (" denotes here the statistic
at hand, whether it is " or wp). In Z02 we used N ¼ 10 for a
much smaller sample, while here the larger number, 104, en-
ables us to estimate the full covariance matrix and still allows
each excluded subvolume to be sufficiently large.
Following Z02, we repeat and extend the tests with mock

catalogs to check the reliability of the jackknife error estimates.
We use 100 mock catalogs with the same geometry and angular
completeness as the SDSS sample and similar clustering prop-
erties, created using the PTHALOS method of Scoccimarro &
Sheth (2002). (The mocks correspond to the sample analyzed in

25 Cuts using the u" r color give similar results. While u" r is a more
sensitive diagnostic of star formation histories, the SDSS g-band photometry is
more precise and more uniformly calibrated than the u-band photometry, so we
adopt g" r to define our color-selected samples.
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Redshift distortions: long waves
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Redshift distortions: ‘finger-of-god’ effect 
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Angular correlation function wp(rp) 
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Galaxy Distribution and Correlations

• If galaxies are clustered, they are “correlated”

• This is usually quantified using the 2-point correlation

function, ! (r), defined as an “excess probability” of finding

another galaxy at a distance r from some galaxy, relative to a

uniform random distribution; averaged over the entire set:

• Usually represented as a power-law:

• For galaxies, typical correlation or clustering length is r0 ~ 5

h-1 Mpc, and typical slope is " ! 1.8, but these are functions of

various galaxy properties; clustering of clusters is stronger
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Fig. 6.—Projected galaxy correlation function wp(rp) for the flux-limited
galaxy sample. The solid line shows a power-law fit to the data points, using the
full covariance matrix, which corresponds to a real-space correlation function
!(r) ¼ (r/5:59 h"1 Mpc)"1:84. The dotted line shows the fit when using only the
diagonal error elements, corresponding to !(r) ¼ (r/5:94 h"1 Mpc)"1:79. The
fits are performed for rp < 20 h"1 Mpc.

Fig. 5.—Correlation function contours for galaxies with g" r < 0:7 (blue; left) and g" r > 0:7 (red; right) in the flux-limited sample. Contour specifications are as
in Fig. 4. Red galaxies have a higher amplitude correlation at a given separation, and they show stronger finger-of-God distortions because of their preferential location
in dense regions. Both classes of galaxies show large-scale compression, although the results for blue galaxies are noisier because of the lower !(rp, ") amplitude and
smaller sample. [See the electronic edition of the Journal for a color version of this figure.]

Fig. 7.—Real-space correlation function !(r) for the flux-limited galaxy
sample, obtained from wp(rp) as discussed in the text. The solid and dotted lines
show the corresponding power-law fits obtained by fitting wp(rp) using the full
covariance matrix or just the diagonal elements, respectively.
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and steepens, coming into good agreement with that of the
!20 < Mr < !19 sample. Conversely, when the !22 < Mr <
!21 sample is restricted to zmax ¼ 0:1 (dashed curve, top right),
it acquires an anomalous large separation tail like that of the
(full) !21 < Mr < !20 sample. Increasing the minimum red-
shift of this sample to zmin ¼ 0:10 (solid curve, top left), on the
other hand, has minimal impact, suggesting that the influence of
the supercluster is small for the full !22 < Mr < !21 sample,
which extends from zmin ¼ 0:07 to zmax ¼ 0:16. The large-scale
amplitude of the !23 < Mr < !22 sample drops when it is re-
stricted to zmax ¼ 0:16, but this drop again has low significance
because of the limited overlap volume, which contains only
about 1000 galaxies in this luminosity range. In similar fashion,
the overlap between the !19 < Mr < !18 and !18 < Mr <
!17 volumes is too small to allow a useful cosmic variance test

for our faintest sample. We have carried out the volume overlap
test for the luminosity-threshold samples in Table 2, and we
reach a conclusion similar to that for the luminosity bins: the
Mr < !20 sample, with zmax ¼ 0:10, is severely affected by
the z # 0:08 supercluster, but other samples appear robust to
changes in sample volume.

Given these results, we have chosen to use the measurements
from the !21 < Mr < !20 sample limited to zmax ¼ 0:07 (the
same limiting redshift as for !20 < Mr < !19) and the Mr <
!20 sample limited to zmax ¼ 0:06 (same as Mr < !19) in our
subsequent analyses. We list properties of these reduced samples
in Tables 1 and 2. This kind of data editing should become un-
necessary as the SDSS grows in size, and even structures as large
as the Sloan Great Wall are represented with their statistically
expected frequency. As an additional test of cosmic variance

Fig. 8.—Top left: Projected galaxy correlation functions wp(rp) for volume-limited samples with the indicated absolute magnitude and redshift ranges. Lines show
power-law fits to each set of data points, using the full covariance matrix. Top right: Same as top left, but now the samples contain all galaxies brighter than the indicated
absolute magnitude; i.e., they are defined by luminosity thresholds rather than luminosity ranges. Bottom panels: Same as the top panels, but now with power-law fits
that use only the diagonal elements of the covariance matrix. [See the electronic edition of the Journal for a color version of this figure.]
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Clustering of different galaxies

More luminous/massive galaxies are more 
strongly clustered



Structures in Deep Redshift Surveys
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DEEP 2

Spikes in the redshift histogram !

as line of sight intersects walls or filaments

Galaxy Distribution and Correlations

• If galaxies are clustered, they are “correlated”

• This is usually quantified using the 2-point correlation

function, ! (r), defined as an “excess probability” of finding

another galaxy at a distance r from some galaxy, relative to a

uniform random distribution; averaged over the entire set:

• Usually represented as a power-law:

• For galaxies, typical correlation or clustering length is r0 ~ 5

h-1 Mpc, and typical slope is " ! 1.8, but these are functions of

various galaxy properties; clustering of clusters is stronger
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Galaxy Correlation Function

• If only 2-D positions on the sky

are known, then use angular

separation # instead of distance r:

    w(#) = (#/#0)
 -$,  $ = " - 1

At sufficiently large
scales, e.g., voids, ! (r)
must turn negative
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Are the Baryonic Oscillations Seen in the CMBR

Detected in the Very Large Scale Structure?

Probably …

2dF (Percival et al.) SDSS (Eisenstein et al.)

Is the Power Spectrum

Enough? These two images have

identical power spectra

(by construction)

The power spectrum alone does not

capture the phase information: the

coherence of cosmic structures

(voids, walls, filaments …)

Cluster-Cluster Clustering

Richness

(from N. Bahcall)

Clusters are clustered

more strongly than

individual galaxies,

and rich ones more

than the poor ones

Field galaxies !

Correlation function on 
large scales: baryonic 
oscillations



Zehavi et al.   (astro-ph/0301280)

Angular correlation function: SDSS results

Two contributions:

- number-density profile of 
galaxies inside the same halo

- clustering of halos 2-halo

1-halo







Clustering: galaxy morphology

Figure 13 shows, as a representative case, the projected cor-
relation function obtained with the tilted color division for the
!20 < Mr < !19 volume-limited sample. The red galaxywp(rp)
has a steeper slope and a higher amplitude at all rpP10 h!1 Mpc;
at rp > 10 h!1 Mpc the two correlation functions are consistent
within the (large) statistical errors. Power-law fits for these sam-
ples using the full covariance matrix give r0 ¼ 5:7 h!1 Mpc and
! ¼ 2:1 for the red sample, and r0 ¼ 3:6 h!1 Mpc and ! ¼ 1:7
for the blue sample. The change in slope contrasts with the results
for the luminosity dependence, where (with small variations) the
slope remains fairly constant and only the clustering amplitude
changes. The results for the color dependence in the other lumi-
nosity bins, and in luminosity-threshold samples and the flux-
limited sample, are qualitatively similar (see Figs. 22 and 23
below). The behavior in Figure 13 is strikingly similar to that
found by Madgwick et al. (2003, Fig. 2) for flux-limited samples
of active and passive galaxies in the 2dFGRS, where spectro-
scopic properties are used to distinguish galaxies with ongoing
star formation from those without.
Figure 14 shows the luminosity dependence of wp(rp) sepa-

rately for blue galaxies (middle panel ) and red galaxies (bottom
panel ). We divide wp(rp) by a fiducial power law corresponding
to "(r) ¼ (r/5:0 h!1 Mpc)!1:8, and we show the luminosity de-
pendence for the full (red and blue) samples again in the top
panel (repeating Fig. 10, but here showing b2 instead of b). We

Fig. 13.—Projected correlation function of the full volume-limited sample of
all galaxies with !20 < Mr < !19 and of the blue and red galaxies in this
sample, with the color cut indicated by the tilted line in Fig. 12. Lines show the
best-fit power laws. [See the electronic edition of the Journal for a color version
of this figure.]

Fig. 14.—Luminosity and color dependence of the galaxy correlation function. Top, middle, and bottom panels show projected correlation functions of all galaxies,
blue galaxies, and red galaxies, respectively, in the indicated absolute-magnitude ranges. All projected correlation functions are divided by a fiducial power law
corresponding to "(r) ¼ (r/5 h!1 Mpc)!1:8. [See the electronic edition of the Journal for a color version of this figure.]
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Bias b2 = W(r, sample1)/W(r,sample2)
different scales. The dotted curve in Figure 11 shows the fit of
Norberg et al. (2001), based onwp(rp) measurements of galaxies
with log L /L! > "0:7 in the 2dFGRS. Agreement is again very
good, over the range of the Norberg et al. (2001) measurements,
with all three relative bias measurements (from two indepen-

dent data sets) showing that the bias factor increases sharply for
L > L!, as originally argued by Hamilton (1988). At luminos-
ities LP 0:2L!, the Tegmark et al. (2004a) formula provides a
better fit to our data than the extrapolation of the Norberg et al.
(2001) formula.

3.3. Color Dependence

In addition to luminosity, the clustering of galaxies is known
to depend on color, spectral type, morphology, and surface bright-
ness. These quantities are strongly correlated with each other,
and in Z02 we found that dividing galaxy samples based on any
of these properties produces similar changes to wp(rp). This re-
sult holds true for the much larger sample investigated here. For
this paper, we have elected to focus on color, since it is more
precisely measured by the SDSS data than the other quantities.
In addition, Blanton et al. (2005a) find that luminosity and color
are the two properties most predictive of local density, and that
any residual dependence on morphology or surface brightness
at fixed luminosity and color is weak.

Figure 12 shows a color-magnitude diagram constructed
from a random subsampling of the volume-limited samples used
in our analysis. The gradient along each magnitude bin reflects
the fact that in each volume faint galaxies are more common than
bright ones, while the offset from bin to bin reflects the larger vol-
ume sampled by the brighter bins. While we used g" r ¼ 0:7
for the color division of the flux-limited sample (Fig. 5), in this
section we adopt the tilted color cut shown in Figure 12, which
better separates the E/S0 ridgeline from the rest of the popu-
lation. It has the further advantage of keeping the red : blue ra-
tio closer to unity in our different luminosity bins, although it
remains the case that red galaxies predominate in bright bins
and blue galaxies in faint ones (with roughly equal numbers for
the L! bin). The dependence of the color separation on luminos-
ity has been investigated more quantitatively by Baldry et al.
(2004).

Fig. 10.—Relative bias factors as a function of separation rp for samples defined
by luminosity ranges. Bias factors are defined by brel(rp) $ ½wp(rp)/wp;Bd(rp)&1/2
relative to a fiducial power-law corresponding to !(r) ¼ (r/5 h"1 Mpc)"1:8. [See
the electronic edition of the Journal for a color version of this figure.]

Fig. 11.—Relative bias factors for samples defined by luminosity ranges.
Bias factors are defined by the relative amplitude of the wp(rp) estimates at a
fixed separation of rp ¼ 2:7 h"1 Mpc and are normalized by the "21 < Mr <
"20 sample (L ' L!). The dashed curve is a fit obtained from measurements
of the SDSS power spectrum, b/b! ¼ 0:85þ 0:15L/L! " 0:04(M "M!)
(Tegmark et al. 2004a), and the dotted curve is a fit to similar wp(rp) measure-
ments in the 2dF survey, b/b! ¼ 0:85þ 0:15L/L! (Norberg et al. 2001).

Fig. 12.—K-corrected g" r color vs. absolutemagnitude for all galaxies com-
prising our volume-limited luminosity bins samples. A clear color-magnitude
trend is evident. The vertical line demarcates a simple cut at g" r ¼ 0:7, while
the tilted line indicates the luminosity-dependent color cut that we adopt for
the analyses in xx 3.3 and 4.3. [See the electronic edition of the Journal for a
color version of this figure.]
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Power Spectrum

• Naïve estimator for a discrete density field is 

• We need to take into account (1) selection 
function ϕ(r) and shot noise w(k)

δ(k) is the Fourier 
amplitude
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Baryonic acoustic 
oscillations: Power 

spectrum

Percival etal 2007 



Bias: galaxies and dark matter



Clustering: DM halos and L
Conroy, Wechsler, Kravtsov (2005): N-body only	



Get all halos from high-res simulation 
Use maximum circular velocity (NOT mass) 
For subhalos use Vmax before they became subhalos 
Every halo (or subhalo) is a galaxy 
Every halo has luminosity:   LF is as in SDSS  
 No cooling or major mergers and such. Only DM halos 

!

Reproduces most of the observed clustering of galaxies
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SDSS

DM galaxies

DM

SDSS:  z=0


